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What’s inside the PNA box?

Expressivity of GNNs
Aggregation functions

PNA Architecture

https://arxiv.org/abs/2004.05718



How powerful are Graph Neural Networks?

● GNNs are a powerful tool for processing real-world graph data
○ But they won’t solve any task specified on a graph accurately!

●  Canonical example: deciding graph isomorphism
○ Am I able to use my GNN to distinguish two non-isomorphic graphs?
○ (Permutation invariance mandates isomorphic graphs will be detected)



Prior art (Xu et al., ICLR’19)

● We can relax the problem by looking first at distinguishing neighbourhoods

  

● For the case of discrete feature spaces, it is shown that aggregation function choice can 
vastly influence the expressive power: 

 

●  
●   
●  
●  
●  



Prior art (Xu et al., ICLR’19)

● We can relax the problem by looking first at distinguishing neighbourhoods

  

● For the case of discrete feature spaces, it is shown that aggregation function choice can 
vastly influence the expressive power: 

 

●  
●   
●  
●  
●  

● It appears that sum is a very important primitive!



Optimally expressive GNNs (Xu et al., ICLR’19)

● The sum aggregation is, actually, injective in this context: it will never map two different 
neighbourhoods to the same output! 

 

● Combining sum aggregation with appropriately chosen message functions yields 
optimally expressive GNNs in this setting.
○ Graph Isomorphism Network (GIN)



Optimally expressive GNNs (Xu et al., ICLR’19)

● In fact, they showed that no spatial GNN can ever perform better than Weisfeiler-Leman:

 

● Several works try to propose works that go beyond 1-WL
○ Relational Pooling (Murphy et al., ICML’19), 1-2-3-GNN (Morris et al., AAAI’19), ...



Notes on Xu et al. 

● Does this mean max is useless? NO! Not all tasks are isomorphism.
○ In practice, sum can cause exploding messages.
○ Max dominates on right kinds of problems (e.g. sparse credit assignment / search)

(Richter and Wattenhofer. 2020)



Notes on Xu et al. 

● What happens when features are continuous? (real-world apps / latent GNN states)
○ … the proof for injectivity of sum (hence GINs’ expressivity) falls apart



Which is best? Neither.

● There doesn’t seem to be a clear single “winner” aggregator here…

 

● In fact, we prove that there isn’t one!

 

● The proof is (in my opinion) really cool! 

(relies on Borsuk-Ulam theorem)



The proof



Okay, but what are these n aggregators?

● Multiset moments work!

 

 

 

 

● N.B. This covers aggregators like mean, standard deviation, …
○ And could explain why max works well at times:

max and min together form an estimate of M∞! (similar insights in Adamax)

 

● We don’t prove that moments are always the optimal choice… 
○ But do prove that they satisfy the theoretical constraints for neighbour isomorphism



Moments and scalers

● Note that we’ve excluded previously useful aggregators like sum
○ Consider an interesting observation: sum ~ mean o degree scaler!
○ Also consider logarithmic and exponential scalers, to highlight hubs and authorities

 

 

   

 

● Adding higher-order moments could quickly lead to numerical instability
○ Have to take n-th powers followed by n-th roots...



Principal Neighbourhood Aggregation (PNA)

● With all of the above in mind, we propose Principal Neighbourhood Aggregation
○ a robust aggregation scheme which incorporates the necessary principles

  

 

 

 

 

 

 

● Stitch into your favourite GNN model and you’re all set!



PNA on synthetic graph property prediction



Stability is important, max is relevant!

Adding more moments Scaling up test graphs



PNA works in the real world



Key takeaways

● One key way to measure GNN expressive power is neighbourhood isomorphism
○ “Can the GNN layer distinguish neighbourhoods?”

 

● When features are continuous, multiple aggregators are needed!
○ Sum is no longer sufficient (and may often be inappropriate)!
○ The n moments are one example of such aggregator set

 

● Combine a stable subset of moments with scalers => yield the PNA architecture
○ Strong performance on synthetic and real-world benchmarks
○ Can “latch-on” to the strongest aggregator

 

● Designing strong aggregators still very much an open area of research!



Goodies

● Paper @ arXiv: 

https://arxiv.org/abs/2004.05718

 

● Code @ GitHub: 

https://github.com/lukecavabarrett/pna

 

● Promo video @ ICML’20 GRL+:

https://slideslive.com/38931510/

● Implementation @ PyTorch Geometric:

https://pytorch-geometric.readthedocs.io/en/latest/modules/nn.htm
l#torch_geometric.nn.conv.PNAConv

https://arxiv.org/abs/2004.05718
https://github.com/lukecavabarrett/pna
https://slideslive.com/38931510/
https://pytorch-geometric.readthedocs.io/en/latest/modules/nn.html#torch_geometric.nn.conv.PNAConv
https://pytorch-geometric.readthedocs.io/en/latest/modules/nn.html#torch_geometric.nn.conv.PNAConv


Thank you!

Questions?

petarv@google.com | https://petar-v.com

In collaboration with Gabriele Corso, Luca Cavalleri, Dominique Beaini and Pietro Liò
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